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Some aspects of science, taken at the broadest level, are universal in
empirical research. These include collecting, analyzing, and report-
ing data. In each of these aspects, errors can and do occur. In this
work, we first discuss the importance of focusing on statistical and
data errors to continually improve the practice of science. We then
describe underlying themes of the types of errors and postulate
contributing factors. To do so, we describe a case series of relatively
severe data and statistical errors coupled with surveys of some
types of errors to better characterize themagnitude, frequency, and
trends. Having examined these errors, we then discuss the conse-
quences of specific errors or classes of errors. Finally, given the
extracted themes, we discuss methodological, cultural, and system-
level approaches to reducing the frequency of commonly observed
errors. These approaches will plausibly contribute to the self-critical,
self-correcting, ever-evolving practice of science, and ultimately to
furthering knowledge.
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In common life, to retract an error even in the beginning, is no easy
task. . . but in a public station, to have been in an error, and to have
persisted in it, when it is detected, ruins both reputation and fortune.
To this we may add, that disappointment and opposition inflame the
minds of men, and attach them, still more, to their mistakes.

Alexander Hamilton (1)

Why Focusing on Errors Is Important
Identifying and correcting errors is essential to science, giving
rise to the maxim that science is self-correcting. The corollary is
that if we do not identify and correct errors, science cannot claim
to be self-correcting, a concept that has been a source of critical
discussion (2). Errors are arguably required for scientific ad-
vancement: Staying within the boundaries of established thinking
and methods limits the advancement of knowledge.
The history of science is rich with errors (3). Before Watson and

Crick, Linus Pauling published his hypothesis that the structure of
DNA was a triple helix (4). Lord Kelvin misestimated the age of
the earth by more than an order of magnitude (5). In the early
days of the discipline of genetics, Francis Galton introduced an
erroneous mathematical expression for the contributions of dif-
ferent ancestors to an individual’s inherited traits (6). Although it
makes them no less erroneous, these errors represent significant
insights from some of the most brilliant minds in history working
at the cutting edge of the border between ignorance and knowl-
edge—proposing, testing, and refining theories (7). These are not
the kinds of errors we are concerned with herein.
We will focus on actions that, in principle, well-trained sci-

entists working within their discipline and aware of established
knowledge of their time should have or could have known were
erroneous or lacked rigor. Whereas the previously mentioned
errors could only have been identified in retrospect from advances
in science, our focus is on errors that often could have been
prospectively avoided. Demonstrations of human fallibility—
rather than human brilliance—have been and will always be present
in science. For example, nearly 100 y ago, Horace Secrist, a pro-
fessor and author of a text on statistical methods (8), drew sub-
stantive conclusions about business performance based on patterns

that a statistical expert of the day should have realized represented
regression to the mean (9). Over 80 y ago, the great statistician
“Student” published a critique of a failed experiment in which
the time, effort, and expense of studying the effects of milk on
growth in 20,000 children did not result in solid answers because
of sloppy study design and execution (10). Such issues are hardly
new to science. Similar errors continue today, are sometimes
severe enough to call entire studies into question (11), and may
occur with nontrivial frequency (12–14).

What Do We Mean by Errors? By errors, we mean actions or con-
clusions that are demonstrably and unequivocally incorrect from
a logical or epistemological point of view (e.g., logical fallacies,
mathematical mistakes, statements not supported by the data,
incorrect statistical procedures, or analyzing the wrong dataset).
We are not referring to matters of opinion (e.g., whether one
measure of anxiety might have been preferable to another) or
ethics that do not directly relate to the epistemic value of a study
(e.g., whether authors had a legitimate right to access data
reported in a study). Finally, by labeling something an error, we
declare only its lack of objective correctness, and make no im-
plication about the intentions of those making the error. In this
way, our definition of invalidating errors may include fabrication
and falsification (two types of misconduct). Because they are
defined by intentionality and egregiousness, we will not specifi-
cally address them herein. Furthermore, we fully recognize that
categorizing errors requires a degree of subjectivity and is
something that others have struggled with (15, 16).

Types of Errors We Will Consider. The types of errors we consider
have three characteristics. First, they loosely relate to the design
of studies, statistical analysis, and reporting of designs, analytic
choices, and results. Second, we focus on “invalidating errors,”
which “involve factual mistakes or veer substantially from clearly
accepted procedures in ways that, if corrected, might alter a
paper’s conclusions” (11). Third, we focus on errors where there
is reasonable expectation that the scientist should have or could
have known better. Thus, we are not considering the missteps
in thinking or procedures necessary for progress in new ideas
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and theories (17). We believe the errors of Secrist and iden-
tified by Student could have been prevented by established and
contemporaneous knowledge, whereas the errors of Pauling,
Kelvin, and Galton preceded the knowledge required to avoid
the errors.
We find it important to isolate scientific errors from violations

of scientific norms. Such violations are not necessarily invalid-
ating errors, although they may affect trust in or functioning of
the scientific enterprise. Some “detrimental research practices”
(15), not disclosing conflicts of interest, plagiarism (which falls
under “misconduct”), and failing to obtain ethical approval do
not affect the truth or veracity of the methods or data. Rather,
they affect prestige (authorship), public perception (disclosures),
trust among scientists (plagiarism), and public trust in science
(ethical approval). Violations of these norms have the potential
to bias conclusions across a field, and thus are important in their
own right, but we find it important to separate discussions of
social misbehavior from errors that directly affect the methods,
data, and conclusions both in primary and secondary analyses.

Underlying Themes of Errors and Their Contributing Factors
The provisional themes we present build on our prior publications
in this area and a nonsystematic evaluation of the literature (11,
18). The identification of these themes represents our opinions
from our own vantage point; there is no mathematical proof that
these are the best themes, but they have proven useful to us.

Themes of Types of Errors. A variety of themes or taxa of errors
have been proposed. We have noted errors related to measure-
ment, study design, replication, statistical analysis, analytical
choices, citation bias, publication bias, interpretation, and the
misuse or neglect of simple mathematics (18). We also briefly
described a theme of invalidating errors (11), which we expand
on below. Others have categorized errors by stage of the research
process. Bouter et al. (16), for instance, classified “research
misbehaviors” in four domains: reporting, collaboration, data
collection, and study design. Many items within various themes
or taxa overlap: One person’s research misbehavior may be
classified as another’s statistical error.
Errors producing “bad data.” We define bad data as those acquired
through erroneous or sufficiently low-quality collection methods,
study designs, or sampling techniques, such that their use to ad-
dress a particular scientific question is scientifically unjustifiable.
In one example, self-reported energy intake has been used to
estimate actual energy intake. This method involves asking people
to recall their dietary intake in one or more ways, and then de-
riving an estimate of metabolizable energy intake from these re-
ports. The method, compared with objective measurements of
actual energy intake, turns out to be invalid (19), not just “limited”
or “imperfect.” The measurement errors are sufficiently large and
nonrandom that they have led to consistent and statistically sig-
nificant correlations in the opposite direction from the true cor-
relation for some relationships. Moreover, the relations between
the errors and other factors are sufficiently numerous and com-
plex that they defy simple corrections. Concerns about this
method were raised decades ago (20), and yet its use is continued.
We have called for its use to be discontinued (19).
Other common examples of bad data include confounding

batch effects with study variables of interest (21) and cell-line
misidentification or contamination (22). For confounding or
contamination, the data are bad from failed design and are
often unrecoverable.
Bad data represent one of the most egregious of themes of

errors because there is typically no correct way to analyze bad
data, and often no scientifically justifiable conclusions can be
reached about the original questions of interest. It also can be
one of the more difficult errors to classify, because it may depend
on information like the context in which the data are being used
and whether they are fit for a particular purpose.
Errors of data management. Errors of data management tend to be
more idiosyncratic than systematic. Errors we have seen (and

sometimes made) are the result not of repeating others’ errors,
but of constructing bespoke methods of handling, storing, or
otherwise managing data. In one case, a group accidentally used
reverse-coded variables, making their conclusions the opposite of
what the data supported (23). In another case, authors received
an incomplete dataset because entire categories of data were
missed; when corrected, the qualitative conclusions did not
change, but the quantitative conclusions changed by a factor of
>7 (24). Such idiosyncratic data management errors can occur in
any project, and, like statistical analysis errors, might be cor-
rected by reanalysis of the data. In some cases, idiosyncratic
errors may be able to be prevented by adhering to checklists (as
proposed in ref. 25).
Errors in long-term data storage and sharing can render

findings nonconfirmable because data are not available to be
reanalyzed. Many metaanalysts, including us, have attempted to
obtain additional information about a study, but have been un-
able to because the authors gave no response, could not find
data, or were unsure how they calculated their original results.
We asked authors once to share data from a publication with
implausible baseline imbalances and other potential statistical
anomalies; they were unable to produce the data, and the journal
retracted the paper (26). We have struggled on occasion to find
our own raw data from older studies and welcome advances in
data management, data repositories, and data transparency.
Errors of statistical analysis. Errors of statistical analysis involve
methods that do not reliably lend support to the conclusions.
These can occur if the underlying assumptions of the analyses are
not met, the wrong values are used in calculations, statistical
code is misspecified, incorrect statistical methods are chosen, or
a statistical test result is misinterpreted, regardless of the quality
of the underlying data. We have written about three such errors
(11). First, misanalysis of cluster-randomized trials (27) may in-
appropriately and implicitly assume independence of observa-
tions. Worse still, when there is only one cluster per group,
clusters are completely confounded with treatment, resulting in
zero degrees of freedom to test for group effects. This, too, has
resulted in retraction (28). Second, effect sizes for metaanalyses
may inappropriately handle multiple treatment groups (e.g., as-
suming independence despite sharing a control group) or fail to
use the correct variance component in calculations. In turn, the
metaanalytic estimates from these effect-size calculations may be
incorrect, and have sometimes required correction (29). Third, it
is inappropriate to compare the nominal significance of two in-
dependent statistical tests as a means of drawing a conclusion
about differential effects (30). This “differences in nominal sig-
nificance” [DINS (31)] error is sometimes committed in studies
with more than one group, in which final measurements are
compared with baseline separately for each group; if one is sig-
nificant and one is not, an author may erroneously conclude that
the two groups are different. We have noted, and attempted to
correct, DINS errors (e.g., refs. 32 and 33).
The effects of these errors on conclusions can be severe.

However, when treatment effects are misanalyzed, we often
cannot immediately say the conclusions are false, but rather, we
can say that the analyses are unreliable for statistical inference
and conclusions. Authors and editors must be contacted to re-
solve the issue (e.g., ref. 28). In other cases, conclusions may be
obviously wrong. If a DINS error was committed in a study and
the point estimates of each group are identical, it is clear that the
appropriate between-group test would not be statistically sig-
nificant. Fortunately, the nature of statistical errors is such that,
if authors and journals are willing, and the underlying data are not
bad, then errors of analysis can be corrected. Unfortunately,
correction of errors often requires an arduous process that high-
lights limitations of the self-correcting nature of science (11).
Errors in logic. Albeit not an error of data or analyses, research
filtered through the lens of poor logic can distort findings,
resulting in conclusions that do not follow from the data, anal-
ysis, or fundamental premises.
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Classical logical fallacies appear in literature. “Cum hoc, ergo
propter hoc” (with this, therefore because of this; common from
cross-sectional data) and “post hoc, ergo propter hoc” (after this,
therefore because of this; common with longitudinal data) are
two examples of errors in logic that assume observed associations
are sufficient evidence for causation. Assuming causation from
observational evidence is common (34, 35). In some cases, pa-
pers are careful to appropriately describe associations rather
than statements of causation—like, “Dietary factors were esti-
mated to be associated with a substantial proportion of deaths
from heart disease, stroke, and type 2 diabetes,” (36). However,
subsequent media hype or communications from the authors
may succumb to these fallacies [e.g., “Our nation’s nutrition
crisis: nearly 1,000 cardiovascular & diabetes deaths each day (!)
due to poor diet” (37)].
Arguments based on authority, reputation, and ad hominem

reasoning are also common. These arguments might focus on
characteristics of the authors, the caliber of a journal, or the
prestige of authors’ institutions to bolster the strength of or re-
fute a study. In one example of ad hominem reasoning, an author
was disparagingly identified only as a “chemical industry con-
sultant with a competing interest” to passively dismiss argu-
ments, while they also reasoned from authority and reputation by
negatively contrasting the arguments of the other authors with
“independent scientific entities” (38). Authority and reputation
may serve as useful heuristics for making daily decisions; using
them to support or refute the quality of the evidence in published
papers is tangential to science.
Other logical fallacies are evident in the literature, but one

that ties the others together is arguing that conclusions drawn
from erroneous research are false—the “fallacy fallacy.” Identi-
fication of an error in a paper or reasoning cannot be used to say
the conclusions are wrong; rather, we can only say the conclu-
sions are unreliable until further analysis.
Errors of communication. Errors of communication do not neces-
sarily affect data and methods, but are flaws in the logic used to
connect the results to conclusions. In the simplest case, com-
munication may be overzealous—extrapolating beyond what a
study can tell us. Authors discussing benefits and limitations of
animal testing in predicting human cancer risk noted, “The
problem with animal testing is that animal test results are often
improperly extrapolated to humans” (39). They recount studies
in which dosages provided to animals were degrees of magnitude
more than expected for humans. One study dosed animals with
daminozide (a plant growth regulator) that would require hu-
mans to consume “28,000 pounds of apples daily for 10 years” to
obtain—extrapolation errors both in species and dosage.
Other forms of erroneous extrapolation are evident. A study on

responses to small, 1-d exposures may be inappropriate to ex-
trapolate to chronic exposures (as demonstrated by ref. 40). Ef-
fects on outcomes like energy intake are linearly extrapolated to
weight change (41), despite energy balance being a dynamic,
nonlinear system (42). Associations across epidemiological studies
are extrapolated to public health action (43). In cases of extrap-
olation, the study may be perfectly executed within its constraints,
but just not support stated conclusions. These errors are identi-
fiable through more thorough review of the data and the methods,
which can admittedly be burdensome and challenging.
Publication, reporting, and citation biases are other forms of

errors of communication that may lead to a form of bad data
when considering a collection of scientific reports as data
themselves. If scientists fail to publish some results for whatever
reason, then the totality of data used in summarizing our sci-
entific knowledge (e.g., metaanalysis) is incomplete.
P-hacking and related practices (44) [e.g., researcher degrees

of freedom (45) and p-fiddling (46), among other names] rep-
resent a form of selective reporting and may also be considered
errors of statistical analysis. In most cases, there is not a single,
universally agreed-upon method to analyze a particular dataset,
so trying multiple analyses may be considered scientifically pru-
dent to test the robustness of findings. However, p-hacking uses

the P value from an analysis as the rule by which a particular
analysis is chosen, rather than the appropriateness of the analysis
itself, often without fully disclosing how that P value was chosen.
Conclusions are questionable because “undisclosed flexibility in
data collection and analysis allows presenting anything as sig-
nificant” (45). A striking example is the publication of apparently
highly statistically significant results in the “Bible Code” that
were later debunked as a variant of p-hacking (9).

Themes of Contributing Factors. Scientists are humans; we make
mistakes and ill-informed guesses, sometimes with the best of
intentions. Scientific processes are intended to constrain these
human foibles, but humans still report findings derived from
erroneous methods, data, or interpretations. Sometimes, errors
only become apparent through time and improvements in tech-
nology. Understanding and identifying what contributes to errors
that cloud scientific processes may be key to improving the ro-
bustness of scientific findings.
Ignorance. An obvious contributing theme is simple ignorance,
whether of an individual, the research team, a peer reviewer,
editors, or others. Although we and others have cataloged and
publicized the existence of errors, this only establishes that the
errors are known to us and the scientific community broadly, but
not necessarily each individual. In other words, these errors are
“known unknowns”: errors known to science, but not a particular
scientist. In our communications with research teams who we
think have made statistical errors, the response is frequently one
of surprise because they were unaware of the errors or the
consequences of analytical or study design choices.
Bad examples in the literature may, themselves, perpetuate

ignorance. Exposure to any errors we presented above without
appropriate and repeated correction may result in a scientist
presuming that the paper, methods, and logic were correct; after
all, it went through peer review and remains uncorrected. Effec-
tive postpublication peer review may be particularly useful to
mitigate ignorance by using such errors to serve as instructive
examples of what not to do. It is also important to recognize that
some errors have yet to be made, identified, or corrected, and thus
the errors are presently unknown unknowns. Time may be the
most critical component to reveal these yet-unidentified errors.
Poor study inception. A poorly conceived study presents founda-
tional problems for the remainder of the process of conducting,
analyzing, and reporting research. Study inception can bifurcate
into hypothesis generation and hypothesis testing, although the
two branches certainly contribute to each other. If a study is
started with discovery in mind, but with no clear scientific plan,
choices made along the way follow the data. This is not a
problem per se, as long as the final results are communicated as
a wandering exploration. Conversely, a poorly planned test of a
hypothesis may allow for researchers to choose variations in
methods or analyses not based on a rigorous question or theory,
but on interests and expectations. A regularly used example is
the experience of C. Glenn Begley, who, after failing to replicate
results of another research group, was told by one of the original
authors that an experiment had been tried multiple times, but
they only published the results that “made the best story” (47).
Generating hypotheses after the results are already known [so-
called HARKing (48) or post hoc storytelling] provides the fa-
çade of a carefully conducted study, but in fact, the path from
hypothesis through data collection to rigorous conclusions is
short-circuited by looking at the results and applying a story that
fits the data. In some respects, Gregor Mendel’s classic pea ge-
netics studies are consistent with this latter model, with data
likely too perfect to have arisen naturally (49).
Expectations of publication. Publications serve as academic cur-
rency, and thus academics may be under pressure to publish
something—sometimes anything—to increase that currency, ob-
tain tenure, or maintain funding. This is the so-called “publish-or-
perish” paradigm. Given the expansion of the number of journals,
there are fewer barriers to publishing, and a more modern ex-
pectation may include the desire to publish in higher-ranking
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journals; garner more publicity; or report positive, novel, or
exciting results.
There may also be personal expectations: After months of

experimentation or years of data collection, something “useful”
is desired of a project. Not everything is worth publishing if it
does not add knowledge. If the data are bad, methods flawed, or
conclusions invalid, the publication will not contribute to
knowledge, but rather may detract from knowledge. Publication-
based, goal-directed pressure may drive behavior away from
rigorous science. In 1975, Paul Feyerabend expressed concerns
over the increase in publications without a concomitant increase
in knowledge by remarking, “Most scientists today are devoid of
ideas, full of fear, intent on producing some paltry result so that
they can contribute to the flood of inane papers that now con-
stitutes ‘scientific progress’ in many areas” (50).
Excitement. Many scientists began their lines of investigation be-
cause of innate interest: a deep curiosity, a desire for discovery,
or a personal connection to a problem in the world. Conducting
experiments, analyzing data, and observing the world are not just
aspects of science, but also represent personal interests and
passions. Thus, when results provide something interesting—
whether simply intellectually stimulating or of profound practical
importance—passion and excitement risk overriding the fact that
science is designed to be “the great antidote to the poison of
enthusiasm and superstition” (51). During the Sackler Collo-
quium upon which this issue of PNAS is built, Sir Philip
Campbell noted this dichotomy of excitement vs. rigor. Com-
menting on his training, he remarked, “The culture in the lab was
that if I made any interesting claim about what I was discovering,
my supervisor assumed it was a collaboration between Mother
Nature and my equipment to tell a lie. And I really had to work
to convince him if ever I really thought I got something in-
teresting” (52).
Resources. Whether it be time, personnel, education, or money,
rigorous science requires resources. Insufficient resources may
foster errors. If time is short, adequate checks for rigor may be
foregone; if there are too few personnel, a team may be in-
sufficient to complete a project; if there is too little education,
appropriate expertise may be lacking; and if there is inadequate
funding, rigorous methodology may be inaccessible. Practical
compromises must be made, sometimes at the cost of rigor.
Conflicting priorities. Insufficient checking of methods, results, or
conclusions because of conflicting priorities can also contribute
to the introduction or ignoring of errors. A researcher may
consciously know better than to commit certain errors or short-
cuts, but priorities may compete for resources, attention, or
willpower. The result may be sloppy science, neglectful behavior,
or a distortion of observations. In fact, there may be some dis-
parity among scientists with respect to attending to such con-
flicts, with higher creativity being associated with lower levels of
conscientiousness compared with those with lower creativity,
according to one metaanalysis (53). It is often impossible to
determine if the authors succumbed to these conflicting priori-
ties, they intentionally deviated from scientific rigor, or they
made honest errors. The most common discourse about priori-
ties is around disclosure of potential financial conflicts, but there
are many other sources of conflict. When individuals believe in
an idea so fully or have built an entire career and image upon an
idea, publishing something to the contrary would be to conflict
with an entrenched ideology (54, 55). In other cases, the ideology
an author may champion is considered righteous. In pediatric
obesity, for instance, many putative causal factors are dichoto-
mized as bad (screen time and sedentary behavior) or good
(breastfeeding and family time), depending on the prevailing
zeitgeist. In the interest of protecting children from obesity, re-
searchers may succumb to White Hat Bias, which involves “dis-
tortion of information in the service of what may be perceived to
be righteous ends” (56). In turn, future research may parrot the
righteous stance regardless of true effects, such as when the
potential for publication bias was ignored in a World Health
Organization report of breastfeeding and obesity (57).

We clarify that, although intentionality is important for sepa-
rating sloppiness from deliberate misconduct and possibly for
addressing errors or reprimanding bad actors, both intentional
and unintentional deviations from best practices cause erroneous
contributions to the scientific literature.

The Prevalence and Consequences of Errors
Prevalence of Errors and the Ability to Detect Them. Individual sci-
entists have long noted and criticized errors in the literature,
causing heated interchanges to this day. While we are aware of
no formal, long-standing catalog of errors, either in frequency or
category, efforts have critiqued common errors in focused areas
of the literature (31, 58), aiming to educate the particular
community where these are observed. Other groups used statis-
tical approaches to detect data errors (59, 60).
Some individuals have made scientific critiques a personal

mission. In a 1990 book focusing on methodological errors in
medical research (61), Andersen states that his goal is to improve
the quality of research by educating its consumers, who are, in
many cases, also the source. Andersen goes on to enumerate
many examples of errors since the 1950s. Systematic sampling of
149 studies from popular medical journals concluded that only
28% of the sample was considered “acceptable” (62). More than
20 y later, an analysis of 196 drug trials to treat rheumatoid ar-
thritis concluded that 76% of the conclusions or abstracts con-
tained “doubtful or invalid statements” (63).
Surveys of the literature have also cataloged invalidating er-

rors we mentioned earlier. For cluster randomized trials in oc-
cupational therapy interventions, 7 of 10 identified studies
included clustering in the analysis (64), while 19 of 83 clustered
cross-over studies were unclear as to whether both clustering and
cross-over effects were included in the analysis (65). Data ex-
traction for effect-size calculation was similarly problematic, with
errors found in 17 of 27 metaanalyses (66). Bakker and Wicherts
surveyed reporting of statistical analyses in psychology journals
and noted that 55% of articles had errors, with 18% having gross
errors (67). The ability of the authors to detect and categorize
errors depended both on whether statistics were reported and if
they were completely and exactly reported (e.g., reporting exact
test statistics with degrees of freedom vs. P < 0.05).
New technologies and standards have increased our ability

to detect some errors or research behaviors. The “statcheck”
package for R can automatically test whether there are incon-
sistencies between P values and test statistics, and was used to
discover that one in eight psychology articles had errors that
could affect conclusions (14). Other software is available to de-
tect an error of granularity, called GRIM errors, which “evalu-
ates whether the reported means of integer data. . . are consistent
with the given sample size and number of items” (60); e.g., if two
integers are averaged, the first decimal place must be a 5 or a 0.
Clinical trial registration and reporting mandates allow the

comparison of published articles against the preregistered in-
tentions and primary outcomes across time. The proportion of
large, National Heart, Lung, and Blood Institute studies reporting
null findings over time has increased, which is suggestive of de-
creases in publication bias (68). On the other hand, the COMPare
Trials Project (compare-trials.org/) has noted that many pre-
registered outcomes in trials were not reported, and many others
were added to publications with no mention that the endpoints
were not preregistered.
Any conversation about errors in the literature would be in-

complete without discussing the peer review process. Regardless
of the scientific discipline, a challenging part of peer review is
what is another example of an unknown unknown. Peer re-
viewers read what is contained in the text of a manuscript, but
are incapable of evaluating some errors if manuscripts do not
present complete information. Reporting guidelines have been
developed to improve reporting of a variety of study types and
subdisciplines as cataloged by the Enhancing the Quality and
Transparency of Health Research network; these guidelines are
also useful for reviewers to identify missing information. Even
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with the existence of guidelines and journal mandates, authors
do not always report information specified in guidelines, nor do
peer reviewers demand that the information be reported (69).
Furthermore, universal operational definitions and standards of
peer review remain elusive (70), although new models of open
review are evolving with some journals and publishers.

Consequences of Errors. The systematic use of erroneous methods
or bad data can affect the entirety of our knowledge of a phe-
nomenon. This may cause harm. Poor reasoning and data col-
lection resulted in radiation treatment of children to prevent
sudden infant death syndrome in the early 1900s, resulting
in >10,000 babies dying of thyroid cancer (71).
Even when the errors do not result in our collective mis-

understanding of natural phenomena or a tragic loss of life, the
consequences can affect the scientific enterprise in other ways. If
scientists cannot produce reliable, reproducible experiments,
why should the public trust the scientific enterprise? An imbal-
ance in trust between the purveyor and consumer of knowledge
has been termed a “lemon market” (72), which is an idiomatic
expression used to describe a decrease in quality that occurs
from information asymmetry (73). In our fields of nutrition and
obesity, the constant vacillation of headlines and studies pur-
porting that a food is good and then perhaps bad from week to
week has contributed to a decreased trust in nutrition science,
with many unscientific ideas being advanced through higher ex-
posure (34, 74–77). Although lay media have contributed to
sensationalism and misrepresentation of science, many of these
mistaken messages originate from the scientific community itself
(78). If we are conducting erroneous research, then time, re-
sources, and money have been wasted. One estimate calculated
this waste to be half of all preclinical research, amounting to an
estimated $28 billion going to irreproducible research in the
United States alone in 2015 (79).

How to Improve Conditions and Quality
Other papers in this issue offer suggestions and considerations
for rigor, reproducibility, and transparency that are also relevant
to the concerns we raise. We focus here on mechanisms to ad-
dress data and statistically oriented errors that appear to have
occurred in published papers. Experience indicates that the
handling of such errors (both purported and confirmed) is hap-
hazard, unduly slow, inconsistent, and often markedly socially
inappropriate (11, 80, 81). Thus, we both offer suggestions on
how to and how not to handle such errors.

Some Suggested Principles and Practices.
Comment on studies, data, methods, and logic, not authors. The recent
case of the criticisms inveighed against a prominent researcher’s
work (82) offers some stark examples of individuals going be-
yond commenting on the work itself to criticizing the person in
extreme terms (e.g., ref. 83). As we have said elsewhere (84), in
science, three things matter: the data, the methods used to col-
lect the data (which give them their probative value), and the
logic connecting the data and methods to conclusions. Every-
thing else is a distraction. However, in trying to counter the
points of some authors or studies, some individuals resort to ad
hominem arguments, often trying to undermine the credibility of
arguments by attacking a person based on perceived expertise
(85) or presumed motives, focusing especially on funding sources
(86). These attacks (38) are not new (87), and remain distrac-
tions from the science itself. In our opinions, and in the opinions
of some scientific societies, such attacks on fellow scientists on
nonscientific grounds are unethical (Examples of Societies and
Associations Denouncing Ad Hominem Attacks). Scientists are
often protected by academic freedom, and in the United States,
individuals are afforded First Amendment rights for free speech.
However, freedoms are not immune to legal or social recourse,
as in the case where a biotech chief executive officer was con-
victed of wire fraud for a misleading press release about a

product (88). Individuals engaging in ad hominem attacks in
scientific discourse should be subject to censure.
Respectfully raise potential concerns about invalidating errors (or
plausible misconduct) and allow for due process. If an invalidating
error or misconduct has occurred, we believe the best way to
proceed is to report the concern privately to some combination
of the author, the journal editor, or the author’s institution.
Scientists should participate in the private and due process of
adjudication and, if appropriate, correct the purported error
quickly. Even if subsequently found to be unsubstantiated,
merely the allegation of a severe invalidating error or, worse yet,
misconduct, can permanently taint individuals or important
works (94, 95). “Trial by blog” is no way to adjudicate scientific
knowledge or the reputations and careers of individual scientists.
We do not suggest that public discourse about science, and
particularly potential errors or points of clarification, should be
stifled. Postpublication discussion platforms such as PubPeer,
PubMed Commons, and journal comment sections have led to
useful conversations that deepen readers’ understanding of pa-
pers by bringing to the fore important disagreements in the field.
Informal, public platforms have unfortunately led to public rid-
icule [e.g., a post now removed (96)], and even legal battles by
those who were the subject of public discussion (97). Professional
decorum and due process are minimum requirements for a
functional peer review system, and thus it seems only fair that
those norms should function in postpublication peer review, too.
As discussed in this issue and elsewhere (81), potential errors
should be appropriately identified, verified, and corrected, while
protecting both those raising the errors in good faith and those
who are being accused of making honest errors. The focus must
remain on the science.
Develop and utilize uniform procedures for addressing purported invalid-
ating errors in a timely fashion. Our call for professional decorum
and due process is, admittedly, somewhat idealistic. As we
reported elsewhere (11), the process of getting errors corrected,
even when going through proper channels with journals, is often
some combination of absurdly slow, inept, confusing, costly,
time-intensive, and unsatisfying. Papers declared by editors to
contain patently incorrect conclusions are allowed to stand
unretracted if an author declines to retract (98). Papers retracted
because of errors in one journal are republished with the same
errors in other journals (99). Journals may take more than a year
to resolve an issue, failing to keep the concerned individuals
apprised of progress or to provide specific timelines. Editors may
abrogate their responsibility for resolving claims of invalidating
errors (100), leaving it to teams of authors to make cases in
opposing letters (e.g., refs. 101 and 102) and likely leaving
readers confused. It seems essential that the scientific commu-
nity come together to promulgate better procedures for handling

Examples of Societies and Associations Denouncing
Ad Hominem Attacks
“Harassment includes speech or behavior that is not wel-

come or is personally offensive, whether it is based on. . . any
other reason not related to scientific merit” (89).
“Attempting to discredit scientific opinions or individuals

solely on the basis of collaborative relationships and/or
funding sources has no place in the scientific process” (90).
“In a professional setting, it’s best to avoid ad hominem ar-

guments and personal attacks, especially if they amount to slan-
der, libel, and/or sexual harassment” (91).
“Criticism of another’s language, ideas, or logic is a legiti-

mate part of scholarly research, but ethical researchers avoid
ad hominem attacks” (92).
“Differences of opinion and disagreements. . . do not in and

of themselves necessarily constitute harassment; involved indi-
viduals should nonetheless endeavor to be respectful and refrain
from ad hominem remarks” (93).
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concerns about invalidating errors. The proposed Research In-
tegrity Advisory Board (103), combined with the Committee on
Publication Ethics and the International Committee of Medical
Journal Editors may be guiding bodies through which this
could be accomplished. Until such procedures are in place and
working expeditiously, we think some scientists may still feel
compelled to address their concerns publicly, and those who
are accused of misdeeds may seek guidance on how to respond
to accusations (104).

Potential Solutions. Bringing about improvements in the scientific
enterprise will require varied approaches and constant vigilance
from multiple stakeholders. Suggested solutions have frequently
been to raise awareness or increase education. Although ad-
mitting we have a problem is the first step to fixing it, science is a
human endeavor, and behavioral scientists have demonstrated
how hard it is to effect change in habitual behavior and attitudes.
Much like science itself, the solutions will continue to evolve and
will require the involvement and coordination of various stake-
holders. Fortunately, better tools are evolving.
Considerations for education. Educational approaches are frequently
recommended as ways to fix problems in science. Indeed, our
comment that many errors we see may be related to ignorance
seems to suggest we believe education is a good solution. Clearly,
if we do not increase awareness of problems and teach their so-
lutions, there is little hope to address the issues. However, there
are substantial challenges to implementing educational solutions.
Foremost, research rigor and related topics are parts of a disci-
pline in their own right, so simply adding them to curricula is
impractical for many situations. Curricula at universities struggle
to accommodate everything that may be required to be taught,
with various subdisciplines pushing for more representation in
already-bloated programs. Adding additional courses on study
design, logical inference, data management, statistical analysis,
and other topics that are important to rigor and reproducibility
may require difficult curricular or time-commitment trade-offs.
One approach to the dueling concerns of time and required

education is to incorporate components into a synergistic curricu-
lum, where topics could be better integrated with existing courses.
This has been attempted, for instance, by incorporating writing into
laboratory courses; perhaps incorporating logic, statistical analysis,
data integrity, or study design into other courses could also work.
Alternatively, better preparing students to operate in a truly in-
terdisciplinary team may alleviate the need for deep knowledge of
everything. If laboratory scientists were trained to be familiar with,
rather than functionally proficient in, statistical analyses, then they
could perhaps better collaborate with a statistician. This divergence
of expertise was recounted, if even just apocryphally, on an
American Statistical Association discussion board:

A neurosurgeon phones the statistical consulting department to in-
form them, “I’m doing a study, and I’d rather just do my own sta-
tistics. So I don’t need your help; I just wonder if you can suggest a
good statistics text.” The consulting statistician says, “I’m so glad you
called! I’ve always wanted to do brain surgery; can you suggest a good
text on that?” (105)

In addition, if education is not paired with other structural
changes, competing priorities may overshadow the knowledge
gained. Many statistical errors are already covered in required
courses, and yet they persist.
Considerations for “gatekeeper” functions. Gatekeeper functions
create circumstances in which people have no choice but to “do
the right thing.” Such solutions have already been implemented
in several domains, such as requirements for registration of trials.
Requirements for depositing of raw data and publication of sta-
tistical code have been implemented by some journals. Some fun-
ders and contracts require the posting of results, such as for studies
registered in ClinicalTrials.gov. One thing these functions have
in common is increasing the amount of information reported—
“increased transparency.” After all, it is difficult to identify errors

if insufficient information is provided to be able to evaluate
the science.
These gatekeeper functions are important for forcing some

actions. However, without the intrinsic buy-in from cultural shifts
or extrinsic incentives, researchers may only comply within the
letter of the requirements, rather than the intended spirit of
rigor. Tightening requirements too far may risk the creation of a
system that will fail to be flexible enough to accommodate a
variety of scientific areas. In addition, some investigators have
lamented that they spend, on average, almost half of their time
on administrative tasks (106). Gatekeeping functions may in-
crease this burden, and have been criticized as the bureaucrati-
zation of science (107). Burdens can be alleviated by additional
resources, such as new job roles tailored to requirements within
institutions, much like an interdisciplinary approach alleviates
the need for a single scientist to be a polymath.
Considerations for incentive systems. Incentives and disincentives go
beyond permitting one to pass through gatekeeper functions.
Being allowed to publish after complying with gatekeeper re-
strictions is hardly a reward. Incentives involve rewards, ratings,
and rankings that provide acknowledgment for work well done.
Receiving badges for open science practices (e.g., through Badge
Alliance) is one approach to extrinsic motivation via recognition.
Such rewards may need additional reinforcement beyond passive
community recognition, like inclusion in tenure and promotion
decisions.
Disincentive systems may also be employed. For example, the

National Institutes of Health can withhold funding if studies
associated with their funding are not compliant with public access—
this could also be considered a gatekeeper function; however, in-
vestigators being fined for failing to submit results to ClinicalTrials.
gov could be considered a disincentive.
Incentives and disincentives may result in “gaming the sys-

tem.” Such recently questioned incentives like recognition for
publishing in high-impact-factor journals resulted in journals
artificially inflating their impact factor through various means of
inflating self-citations (108). In any large enterprise, behavior
can at best be improved incrementally. Processes need to be
resilient to manipulation and should not be a substitute for
critical evaluation of research outputs.
Considerations for increasing resources. The need to increase re-
sources to improve rigor and reproducibility is also a common
refrain. If the education, gatekeeper, and incentive solutions are
to be accomplished, they will need proper funding, personnel,
and buy-in from stakeholders. However, increasing resources for
rigor means resources may be taken away from other endeavors
unless society increases resources in toto (such as through taxes)
or creative solutions are enacted.
Reapportioning resources to reinforce rigorous research could

pay for itself. Rather than many small, underpowered, non-
randomized studies, or collecting cross-sectional survey data with
a variety of discordant, nonvalidated questionnaires, we could
pool resources for consortia to provide more useful, complete,
and reliable knowledge, especially for probative, hypothesis-
testing research. This is not to undervalue exploratory work, but
too frequently, exploratory work or pilot and feasibility studies
are presented as hypothesis testing, rather than generating, re-
search. Such a culture shift could relieve the fiscal burden of
reinforcing rigor and improve gains in knowledge from enriching
our corpus of research with higher-quality evidence.
Over time, many proposed solutions should gain efficiencies.

Indeed, various best-practice reporting guidelines (e.g., the
Consolidated Standards of Reporting Trials guidelines for hu-
man trials or the Animal Research: Reporting of In Vivo Ex-
periments guidelines for animal studies) have been streamlined
for journals to use, requiring less effort to implement.
Considerations for shifts in scientific culture. Increasing the intrinsic
motivation to conduct rigorous science is the cornerstone for our
proposed considerations. The other considerations we presented
depend on individuals having the intrinsic motivation to pursue
truth and see science as their vocation or passion, rather than
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merely “a job.”Without a dedication to finding one’s own mistakes,
scientists may not seek education, may circumvent gatekeeper
functions, may game incentives, or might squander resources in
favor of other priorities.
Normalizing error correction is necessary to advance the en-

terprise. Some have suggested retiring or replacing the all-
encompassing word “retraction” (which conjures “misconduct”)
with more meaningful descriptions of correction (109). “Re-
traction and republication” could be used to both maintain the
historical record and correct the scientific literature (110). If
science is to be self-correcting, encouraging authors to be active
participants in the correction process is essential, and stigma
should be minimized in cases of honest error.
Similarly, recognizing scientists for their contribution to the sci-

entific quality-control process of peer review may be an important
cultural shift. Journals have long listed reviewer names in annual
“thanks” statements, but peer review is sometimes viewed as a
burden—an added service expectation without pay—and may be
relegated to a footnote on some curricula vitae. A movement
toward valuing peer review led to the creation of Publons.

If we can reinforce that scientific quality should be sought fore-
most in a scientific endeavor—rather than paychecks or publications,
grants or grandeur—then we believe improvements will follow.

Conclusions
Science is the process by which we come to have objective
knowledge of the world. It has enriched our lives with wonder
and discovery and enhanced our world with useful technology.
However, throughout, it is an incremental process conducted by
imperfect humans. It has always been subject to error and always
will be. Still, those same flawed humans who conduct and care
about science ever refine the scientific processes to reduce errors
and increase rigor. Much good has been done on this path, and
much good remains to be done ahead.
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